Decision-Making and Cognitive Strategies

“I think, therefore I am” - Rene Descartes

“He who knows most, knows best how little he knows.” - Thomas Jefferson

The past decade has seen a considerable increase in interest in understanding the cognitive underpinnings of medical decision making in dynamic acute care arenas. Errors caused by faulty thought processes more than faulty knowledge are called "cognitive errors" and may be caused by bias, heuristic, emotion, and other nonrational cognitive elements. Although a few groups (including both authors of this article) have been studying cognition and problem solving in dynamic arenas such as emergency medicine, intensive care, or anesthesiology—including some going back more than 20 years—these concepts are not yet well-known to many clinicians and simulation educators. Moreover, the literature on these topics exists in many different kinds of journals and indices and under a variety of key words, which may make finding salient information more challenging.

Murray et al deserve congratulations for their work described in this issue of Simulation in Healthcare that uses simulation to understand more fully such decision making by individuals and teams. “Decision Making in Trauma Settings: Simulation to Improve Diagnostic Skills” highlights critical questions about clinical decision making in a dynamic arena. The study design, assumptions, and conclusions can serve as the basis for an important discussion about many facets of this complex process. One issue highlighted in the article of Murray et al is whether people are, in general, prone to certain kinds of foibles in decision making when a situation has some elements consistent with a simple explanation, along the lines of what they expect, but is actually more complex. Another is the interplay between individual decision and group decision making because health care quality and safety are known to be properties of teams rather than just of individuals. At issue as well is the contribution of clinical experience to “expertise” and to “performance.” Are experts and novices prone to different kinds of decision error in their application of knowledge (even when their “book knowledge” is equal)? We must also consider how accurately inferences can be made about thought process from observing surface behaviors. If making accurate inferences is difficult, how else might we better assess thought processes? Ultimately, one of the key goals in answering such questions is to determine how best to train new clinicians in these arenas of complex decision making to implement optimal decision-making strategies.

HOW CAN WE DEFINE “SIMPLE” OR “COMPLEX”? DOES A “COMPLEX” PROBLEM NECESSARILY RESULT IN ANALYSIS OR A “SIMPLE” ONE IN USE OF HEURISTICS?

In medicine, any case could appear to be a simple one if the available data seem to fit well within a recognized “illness script” or pattern. An illness script is a specific type of memory schema that represents generalized patient-oriented clinical events as a unit, in a precompiled knowledge structure. These scripts are stored in long-term memory and are the result of repeated direct or vicarious experiences. Use of illness scripts and pattern recognition are examples of intuitive decision strategy shortcuts, also called heuristics. Heuristics and other cognitive biases are widely discussed in the literature as potential sources of compromise to decision making. Heuristics may be applied implicitly, as when we believe that we recognize a pattern and therefore do not engage in any formal reasoning, or deliberately, as when we consciously abandon detailed abstract analysis of the available data and “go
with our gut” (sometimes described as “analysis paralysis”). In dynamic settings, some degree of heuristic decision making is inevitable—thinking through in detail every single action would be impossible. Importantly, it is always possible to abandon heuristic or pattern-matching strategies in favor of analysis even when faced with a simple problem; likewise, analysis may be abandoned in a complex situation to go with an intuitively appealing solution or when the need to act becomes pressing.

No strategy works perfectly all the time. As well, problems in highly dynamic areas of medicine are often ill-defined (ie, there is no clear single correct or best solution, and the quality of decision making is subject to judgment that often varies considerably even among content experts in the same domain). Unfortunately, patients do not come with a little flag that says what is really wrong with them. Failure to rapidly identify and treat problems can be just as deleterious as premature closure on the wrong, but early, identification of the problem. Either with classic situations (that do actually match a typical pattern) or with situations that demand quick action on the most serious possible etiology (eg, start cardiopulmonary resuscitation on an unresponsive patient without a quick palpable pulse), waiting for analysis can be a mistake. Clinicians are thus thrust between the horns of a dilemma—whether to act quickly, risking that the early impression could be wrong, or whether to wait for certainty. Indeed, in many clinical emergencies, “correct” actions that are not implemented quickly become ineffective, and the decision to delay action in favor of analysis is itself an incorrect decision (eg, demediated quickly become ineffective, and the decision to delay action in favor of analysis is itself an incorrect decision (eg, delayed defibrillation while causes are considered increases mortality). In other words, “recognizing” a pattern is not an objective process. Instead, it is a subjective experience, influenced by allocation of attention, availability, previous experience, strength of data signals within simultaneous streams, distraction, and so on. Hence, “recognition” is a key step, but it can be faulty itself. If one is initially incorrect in making such a recognition, the potential value of RPD or of using heuristics can be compromised.

Thus, when a complex situation has presenting elements that fit recognizable scripts or patterns, particularly when the pattern or script is expected in the context (eg, hypotension on induction of anesthesia), lack of deliberate analysis may result in a rapid but not especially thoughtful temporizing maneuver, or it may result in the decision to take no action at all, expecting a self-limited course. Because “common things are common,” such lack of deliberate analysis is often quick and correct, thus reinforcing the automatic behavior. Only when the perturbation exceeds the expected duration or proves refractory to initial measures will it become apparent that the situation is actually more complex. In such cases, there may be a delayed or missed diagnosis or treatment of the unexpected etiology. Although such errors are sometimes described as an “overreliance” on heuristics, we would argue that it is impossible to make such judgments because (a) intuitive, heuristic, decision making is largely conducted subconsciously and (b) the decision of whether a decision was “good” is highly influenced by hindsight.

Consequently, for a variety of reasons, we have some skepticism of whether the cases used in the study of Murray et al can reliably be categorized dichotomously in advance as “standard/heuristic” versus “complex/analytic.” Data that might readily match a script for one clinician might not rate as a script for another, even at the same level of training or simply comparing the favored solution against the context at hand to assess likelihood of success. Also implicit in RPD and explicit in other models (including our own model of decision making in anesthesiology and other dynamic medical domains) is the need for a process of constant reevaluation that can shift from one type of reasoning to another or adjust diagnoses and treatments to match an evolving situation.

All of these models are based on the well-established fact that the capacity for conscious thought is very limited compared with subconscious or automatic and that that vast majority of our waking time is characterized by relative inattention, automaticity, and routine. Because such intuitive decision making draws from a repertoire of scripts and patterns that have been experienced either personally or vicariously, we can predict that clinicians with more experience will have a larger repertoire. However, the specific scripts and patterns in that repertoire will by necessity vary among individuals because of at least 2 distinct features: the content of experiences and the availability of the experiences. Availability refers to the degree of “memorableness”—the ease with which an experience comes consciously to mind. Availability may be influenced by recent events, emotionally charged events, novelty, and other factors that are distinct from the actual probability of that event occurring. As well, perception that a situation is recognized depends on the data streams that are present, and within those streams, which data are emphasized. In other words, “recognizing” a pattern is not an objective process. Instead, it is a subjective experience, influenced by allocation of attention, availability, previous experience, strength of data signals within simultaneous streams, distraction, and so on. Hence, “recognition” is a key step, but it can be faulty itself. If one is initially incorrect in making such a recognition, the potential value of RPD or of using heuristics can be compromised.
experience. Moreover, the “application of knowledge”—whether via intuitive or analytic means—cannot be separated completely from knowledge itself. How can we be sure that the failure to diagnose a situation is really caused by heuristic thinking versus analytic approaches as opposed to other causes such as just plain lack of knowledge or the failure to perceive the data that suggest a complex etiology?

WHAT IS THE ROLE OF EXPERIENCE IN DECISION ERROR? DO EXPERTS MAKE THE SAME MISTAKES AS NOVICES?

It is known that experts have sufficient attentional resources to perform tasks and monitor information concurrently without hindering performance, and cognitive load theory and “chunking” explain how experts handle large volumes of information concurrently. However, less is known about exactly how medical decision making differs between more and less experienced clinicians. We largely agree with the core ideas Murray et al proposed to explain why juniors performed better in cases marked as “analytic” (less overconfidence by juniors, more use of pattern-matching strategies by seniors). Indeed, many of the cognitive processes discussed earlier (illness scripts, pattern matching, chunking data, and heuristics that minimize cognitive load) form through hard-won experience and are integral to the efficiency and accuracy often demonstrated by experts. This gain comes at the tradeoff price of a (generally subconscious) vulnerability to a kind of error that may not be seen with analytic thinking. In other words, when one finds a problem to be complex or challenging at the outset, it is hard to be overconfident and easy to be careful in determining what is going on. However, it is impossible to simultaneously perceive a problem to be easy or obvious, and also have insight into error of that perception.

The literature on illness scripts suggests that seemingly small variations in the presentation or perception of a situation can radically change things. According to cognitive load theory, experience allows experts to “chunk” data into schema, thereby allowing them to monitor a larger volume of data. The compiling of elements and chunking of data with associated contextual cues play a significant role in the accuracy of experts. In contrast, when situation contravenes the script structure, for example, if information is presented in a random temporal order, rather than in the “script” order, experts’ performances are affected much more than novices. This is true even to the point where experts no longer benefit from their expertise and do not outperform novices. It is generally thought that experts solve many problems primarily via intuitive thinking, in contrast to deliberate analysis by nonexperts. Although such intuitive thinking is often highly effective and efficient, it is possible that it is also perhaps more susceptible to bias-induced error.

The conclusions of Murray et al that “unexpectedly, the teams led by more junior residents received higher scores in the complex scenarios” is then not unexpected at all but just bolsters a view already in the literature. The explanation of Murray et al that more experienced team leaders are potentially more reliant on heuristic diagnostic approaches and often overconfident is consistent with prevailing theories as discussed earlier. It might also be true that experts can detect and integrate barely-above-threshold stimuli (a phenomenon variously described as a part of “situation awareness,” “sixth sense”) and that experts are generally better at using these subtle cues to recognize complexity or severity earlier than novices. Some such cues are difficult to simulate, and this is a known limitation of simulation education and research. Nonetheless, although a lack of such cues could potentially confuse those expecting to see them, this alone should not seriously derail expert decision making across the board.

INDIVIDUAL AND TEAM DECISION MAKING

Decision making by teams is extremely complex because of an extensive array of features including attention and information distribution, leadership, communication, personality, and more. A thorough treatment of these issues is beyond the scope of this article, but we will briefly address a few important areas.

In principle, by “speaking up,” other team members can prevent or mitigate individual errors of decision making by nominal leaders. Not only does this happen too rarely, but it has also been found that sometimes groups (i) increase, rather than decrease, reliance on heuristics, (ii) are more prone to overconfidence than individual members, (iii) may escalate their commitment to a failing course of action, and (iv) may be more influenced by framing effects. It is not known to what degree this is true in health care because these data come from business and economics and have not been explicitly replicated in medical domains. It has been well established, however, that “speaking up” to correct potential errors is a major safety problem in health care, and therefore, individual biases may not be systematically corrected at the group level. This is thought to be caused by several different factors: (i) informational cascades, (ii) social shirking, and (iii) reputational cascades. In informational cascades, there is deference to the first or early information verbalized or shared by everyone rather than taking into account critical information possessed by only one or a few people. In social shirking, a supposed “double check” may be missed when one or both parties shirk their independent check, assuming the other party is doing it. In reputational cascades, people of “lower” status often silence themselves to avoid the disapproval or other social or professional consequences (no doubt social shirking is also more common when a higher status person is assumed to have done the check). More often than not, an individual’s decision to remain silent offers the most to gain for themselves, even when the group (or the patient) suffers.

In health care, personnel may sometimes be rewarded for a “good pickup”—noticing or figuring out something important that others did not. However, we rarely reward individuals—as we should—for voicing their credible concerns even when those concerns turn out to be wrong or not relevant to the situation.

CAN WE INFER THOUGHT PROCESS FROM OBSERVED BEHAVIOR ALONE?

Murray et al selected 10 real trauma events for the basis of their scenarios, 7 of which were designed to follow “well-
recognized patterns of injury,” which could be effectively managed by straightforward implementation of Advanced Trauma Life Support (ATLS) algorithms with no adaptation. The other 3 cases were specifically designed to be refractory to initial ATLS therapy because of coexisting pathology or greater-than-usual severity. This study design raises 3 interesting questions.

First, simply because a case was not correctly recognized by the care team does not mean that “heuristics” failed. Other failures include missing or “buggy knowledge,” poor teamwork, lack of sufficient reevaluation as to why the usual diagnosis and treatment were inadequate, and “premature closure,” “satisficing,” or confirmation bias. The latter 3 are failures of reasoning that can occur even with an analytic approach. In fact, there is no firm evidence to support the idea—and it is a huge underlying assumption of this study—that the 7 “classic pattern” problems would indeed be immediately and accurately diagnosed by the study participants or by clinicians in general. Using simulation scenarios to understand the decision-making process is invaluable. Yet, making inferences about that process based on the differences in score on the 2 types of scenarios—indeed without studying the reasoning process in depth—may rest on too many assumptions about supposedly unique qualities of the scenarios.

In addition to other variables we have commented on earlier, according to the design of Murray et al, if the teams implemented ATLS algorithms appropriate to the presenting vital sign or symptoms, whether they “recognized” the diagnosis correctly, they would “succeed.” This presents a conundrum. From the patient’s standpoint doing the “right” thing for the “wrong” reason clearly has a short-term benefit. However, in the broader picture, we would argue that a diagnostic error is still being made, and the fact that the outcome is “good” is lucky. Were the same signs and symptoms to be due to a wholly different etiology, perhaps, the long-term outcome would be seriously bad. As well, a decision to operate on a patient could represent a reevaluation of diagnostic possibilities (as is the assumption of the study protocol), or it could represent commission bias—the “better safe than sorry” approach in which a tendency toward action is favored, even if not explicitly indicated.

So, ultimately, to what degree can soundness of decision making be inferred solely from observed behaviors and actions without detailed attempts to elicit and understand the actual processes of thought? Medical decisions may be classified as the (i) right action for the right reason, (ii) right action for the wrong reason, (iii) wrong action for the right reason, or (iv) wrong action for the wrong reason. Without a specific probe into decision making, rationale remains invisible, even though we believe it is important for both simulation research and education. Incorrect rationale coupled with correct action is likely to remain unremediated or even given positive reinforcement. Similarly, incorrect action with a good rationale may be unfairly criticized. Despite good intrarater reliability in the techniques used by Murray et al, too much may be assumed about thought process without addressing them explicitly.

We agree with Murray et al that more research is needed to explore how individuals and teams come to their decisions. Cognitive task analysis36–38 and “think aloud”39 protocols have been the criterion standard for studying decision making, although these have limitations in team settings as suggested earlier. As well, these protocols have narrow and specific requirements. In “think aloud”, for example, subjects are not asked to provide explanations about their thought processes. Asking for explanations of decisions while clinicians are performing tasks is significantly reactive—that is, the act of explaining one’s thoughts changes subsequent thoughts, resulting in altered task performance (sometimes for the better). Asking subjects to merely verbalize their thoughts during a task is less likely to change performance and provide a simpler trace of thought sequence.38 Another difficulty of all such protocols is trying to apply them to time-pressed settings where in situ probing can increase time to completion of tasks38 and where a person is likely to have far more thoughts than can be verbalized concurrently. One approach to this problem might be to periodically pause the simulation and conduct a brief structured interview about the clinicians’ understanding of the situation. Another approach is to build into the scenario an “ecologically” natural inquiry into this understanding.40 One way to do this is via the entry of scripted “confederate” peers or supervisors into the scene—the briefing that ensues may offer clues to the primary clinician’s thinking.20 Another such approach that we (D.M.G.) have briefly piloted is to use “telementoring” as an explicit window on the thinking of the clinician(s) in real time. In a real case or a simulation, when the bedside clinician must interact dynamically with a remote expert (eg, “tele-ICU”, or similar for the ED [emergency department] or OR [operating room]), one can capture and record the discussion between the parties. This makes their thinking more overt and accessible than it might be if there was no remote mentor or even if they were in the same room.

Some approaches use completely retrospective interviews about decision processes of cases just completed or asking participants to remember one or more cases from the past. Such techniques are relatively easy to implement with a large number of clinicians, but they may be difficult to validate, partially because of recall bias, hindsight bias, and outcome bias. Moreover, whether conducted in real time or retrospective techniques such as “critical decision method” or cognitive task analysis, each require a deliberate and methodical approach for eliciting, explaining, and then representing task cognition in a comprehensive manner.41

Finally, querying clinicians about their thinking can also be used for education rather than for research. Educational use might choose to use the more invasive technique of asking for explanations for thoughts as a means to enhance the potential learning potential value of the exercise.

FUTURE DIRECTIONS

Research that uses simulation as a tool to study clinical care processes and individual and teams performance is as important as or more important than studying simulation itself.42 There is a need for more research about decision-making processes, the extent to which we can self-monitor and consciously select our thinking (ie, metacognition), and the contexts in which some processes may be superior to
others. Other research might focus on strategies to prevent or interrupt various pitfalls of decision making. One thread might be on the effectiveness and impact of different types of educational interventions to teach specific decision-making strategies or how educational training can itself introduce cognitive bias. These could be adapted from those of other disciplines ranging from aviation and nuclear power to business or marketing. Another thread might be on achieving one of the “Holy Grails” of decision making in dynamic medical arenas—developing useful decision support systems that can effectively prevent cognitive errors related to various biases (eg, confirmation, availability, anchoring), premature closure, or a host of other factors. Importantly, such decision support systems would need to address 3 key deficiencies in systems that have been studied to date: (1) clinicians are not good at identifying whether and when they need decision support; (2) decisions are often made even before people are consciously aware of them (early impressions may then bias the processing of later information, influencing the consultation with a colleague or interaction with a decision support tool); and (3) the decision support tools may not actually change the decisions and actions taken. One of us (M.P.S.) is currently investigating the design of such tools via simulation testing.

In summary, Murray et al do a great service to our clinical fields and to the simulation community by continuing the search for understanding of clinical decision making using the unique window of simulation. Because human performance and thought is indeed complex and health care decision making is perhaps even more complex in the setting of team-based management and patient-centered care, there is much to explore as we expand our empirical knowledge on these matters. In health care, the overarching areas for research can be summarized as: (i) to what degree do automatic factors influence our decisions and which such factors are most important; (ii) which thought strategies are superior in which contexts; and (iii) what decision support tools can best support such strategies to prevent decision error. To be sure, it will be a long, but fascinating, intellectual struggle to understand the intricacies of these research questions. Murray et al have made an important stride in bringing these questions into focus.
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